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Editor's Note

| am pleased to introduce you to the inaugural
edition of the Research Journal Fortis published from our
College. Fortis, very unique in its structure and taste,
publishes articles from different categories of specialized
knowledge. This journal strongly promotes and
encourages the publication of materials that are of value
not only to the academia but also to the public who are
interested in happenings in intellectual clircle. The
journal's immediate goal is to provide such people with
responsible and balanced information in order to
improve their resource and knowledge. Besides, the
academic ambience of today necessities attempts of this
sort to realize the mission of precision in education. As
Robin Morgan, the American political theorist and
activist remarks, "Knowledge is power. Information is
power. The secreting or hoarding of knowledge or
information may be an act of tyranny camouflaged as
humility". The aim of the journal is thus to share
knowledge. Appreciations and constructive criticisms
are welcome as | feel they will be of immense value for
proceeding further with added confidence.

Principal

cl i :
assroom dlsco(l;‘rse. An analysis based on critical
Iscourse analysis

Intwducﬁon Muralikrishnan T.R.

This paper focuses on that ich i
everything 'fhat happens within thea::jrc :Nc;fllgatshsgocoer:szzl(:h oam of
through whld’? reIat.ionships are negotiated, knowledge is tr;rs" St"_eam . 'talk
are'n.aframgd, identities are displayed and a host of other functi Smltte'd’ tile
f.,c:.r\:ety ::::h c?ncerns itself with the student's interventionI::;'ilr::::e:i;zn
. . .

,the stupdent :T-,Z tthe:::;:ﬁ and learning. In order to highlight the crucial role or;
ooty (COL) for atter t;r, the present paper makes use of Critical Discourse
A oo for atter p. Ing to analyze the pedagogic procedures involved
oo ssmetons 8 e e oy uaYs espedlly o pen
nidder mption nean aking process outlined by criti
. x :::1 I:j:lls]::z:'hhe po_ssnbuhtles of making this study, at the chocr:eI::;:::::
et o row light on the ways that classroom discourse —

ystems —relates to power, ideology and social inequalities =

Basic Assumptions and studies

Conventio i

enable students t';a:ij;gv"ti'::’ i:gi’l‘eﬂa‘:ﬁ;i"gthe oo aechism,to

et o . ge by giving corre

S :: ;Zatr::sers of all persu.asmns still at times use thectte:::gzrs t(;

oreEato co"eagu::nsee for various reason:s. Owing to the studies ?ryo(r)n

orogmessive franergues '(jdarnes et al.1969, Barnes 1976), teachers with

differont. puroe dencouraged a different kind of student talk for

s Sinc,lair rZ exploratory talk to develop thinking and

came st an Coul.thard (1975), Baker and Freebody (19
Sonconversational analysis based on classroom taylk( »)

The method of a general classr i

mentang clas oom situation advocates

 the e ;z ;f:;:i taken a's.cllc!\e. However, the fundamental ps::tjz':

ers method e 2 smodlflc:«.\tlon of student responses based on

red discuesion - posure of the students to the trained and class room
prepares them for such context specific discourse. The

©
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position of the teacher Is almost legitimate and his discourse appropriate,

From here onwards, the classroom talk of the students and thelr Interaction ~ UPS: advertising and other forms. Gee (1999), has identified

resembles to that of the teacher's. The role of critical discourse analysls comes d|5C°lul.'SE'-one with a small 'd' and other with a capital 'D’ Tr::’o 'md"“-“'
into play in this context. Till recently, the language of classroom Interaction is letter'd’ refers to the various structures of language that cor'islltut:on: \:uh'
viewed as unproblematic. Explicitly or implicitly a dyadic apprenticeship the glve and take of dally life. Whereas 'D' refers to the larger pt.-rvash:v:zc a Od
model of teaching is endorsed, In which 'teachers are to be understood as often Invisible sets of values, bellefs and ideas with which we are posmonedlln

! varlo
actively intervening in and gulding their students learning' (Christle et al. us setting.

1991). Such Intervention may easlly slide Into an authoritarian style of 'one-to- Indiscursive practices, in a classroom sltuation, there is context which
many' teaching. Learning may be seen as bridge building activity between the S:ap“ beliefs based on background experiences. The interaction between
known and new, where the teacher Is not supposed to delegate but to lead. theteacher and the taught follows a specific convention. See fig 1 below:

While analyzing the concept of discourse, the term discourse hastobe
viewed as language In use and Its analysis Is the analysis of texts In context.
Discourse has to be situated in a context. It does not assume a value neutral @ @ )
entity in the given social context. It Is often viewed as constituted and \ | /\_,_/
constitutive, since, as Gee (1999) puts It language simultaneously reflects I Exieany s-:-n—
oty mpa ( ;.‘_.“—

reality (i.e. the way things are) and constructs it to be In a certaln way. In critical
discourse analysis, language must play some part In producing and

reproducing social inequalities. CDA Is often percelved as a politically Involved ‘ | \
research. Critical discourse analysis investigates and aims at lllustrating @ .

“relationships between the text and social conditlons, Ideologles and power Qxtoamon @ @
relations”(Wodak: 1996). For Fairclough, CDA means the analysis of

relationships between concrete language use and the wider social cultural In general discourses the meaning making function is import
structures. The three dimensions in every discursive event, viz, text, discursive could be experiential, interpersonal or textual. The experienti fo e
practice and social practice are integral part of analysls. The text as discourse expresses the content, the phenomena of the external worlI: -mﬁanfng
sees three functions which include ideational function, interpersonal function thoughts and feelings. When a leader says “I chose this party”, he is o u? i
and textual function. In other words, ideational means 'representations!, action and he did something or simply he is the actor. When anot::::a;:e
interpersonal means 'identitles and social relations' and textual means 2V '?mapamc_mar party man by choice”, he is described by somethin '
'cohesion and coherence'. When these functions are taken up then the duty s heis being something. g or
to look for alternative possibilities and hence the fundamental question: 'how In interpersonal meaning, the langu i

could this have been different?’ Blommaert (2005) believes that text the participants in the 5ituatio: and spegakaeg:se:\?vr: sis:tsn.t|h'e dgtalls‘abom
linguistics is not enough. He says, “If we see discourse as contextualised ©¥@mple, when someone states, “I have told you” (It is t.iecl:rmtrr o I‘E' or
language, and take this dimension of contextualisation seriously, we shall be YoU told me” (interrogative), “(you) Tell mel (Imperative) :h::e) OF Have
forced to develop a linguistics that ceases to be linguistic from a certain point f"f_fe'?“t contextual but interpersonal necessities. Finally thé textrxarlipres-ent
onwards”. In social practices, many operational forms of public discourse Is intrinsic to language. It is the linguistic resource that'lets speakerunct'cm
become relevant. They include government pamphlets, market oriented write X" s create

0) o

Taught
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studies on classroom discourse <tie (2007), “One fundamental
it has been stated by Francis Christie (2 ’ discourse analysis
t::tlruns through virtually all the workin classroom 7%
theme

i i including language behaviour as
is the recognition it §|ves to behawour,gn;\g O adied e ot he termed
structurt?d expelr':izf:;; :ntn‘:::silai:::s: t& nat)\'J re of teacher interaction; Witth-
Iitn tjemncttslo?izn:o\éused on teacher talk and its consequenqe_sn;ord?rt:ct?:n:
o ‘ i s asking questions, gVl ons,
aChie‘:?r:T;efZSd;:é:gant: rsr:sons.u;:ll:ck and hgis colleagues (19661; r:;t:g:l;;:

e . ’
?::r':mits of analysis to which Bellack gave the names: gamoec,’ :|uofg e

d move. Sinclair and Coulthard (1975), developed a m . e
3{‘ o i Ivi;\g a series of ranks and levels arranged in hierarchica .
dlsmourseIlwnvt;Jiscourse level wereinthe descending order: Iesso.n, transaction,
R horge, ve and act. Mehan (1979,) proposed the initia'.uon, r_espon:ee,
Z::T::t?;'\ rT;ve popularly known as the IREinthe patt;(;;! of dz;:::;o:él]i . ’:

3, 1999), Mercer (2000), sug _
Lese:r:fihti‘: I;l:icgnzstleésr\t(;lfs?che total)sequences of classroom talak'. ::':E ;:I;
C:Zistie (2007), says, “ironically, a great of cla.ssroom dlfsi:zr's:Ea:ndyrEIated
had a lot to say about the structuring of talk in terms O e R e eanings In
moves, but it has often neglected to look at the nature 0 e et
constr;ction, the relative roles and responsibilities of teachc-:rsf amc ; dentsat
the time of constructing those meaningi fnd the placement of such p
cle of classroom work".

e e sequence of discourse in a typical language
the step where the teacher
topic to be elaborated either

One may analyze th
classroom. Initially we have the exposi:on,
i informs, or explains the point, theme, :
:ﬁ:cctnlze:rladirectly. In conventional lesson pla'nning one Fa"; it a_s anp:raes:
where the students are mentally prepared and interested in the g:jve .
The explanation follows discussion, followed by question an ansvl\;er
exchanges. There could also be peer talk, involving the whole class or smaller
groups. Listening, reading and writing could also be part of the sequenc.es I;:s
appropriate to the context and the challenges posed by the Iesson..Flna y
there will be a quick recap and list of opportunities based on which th-e
learners can pass on to higher levels of self learning. As far as this paper Is

concerned, the primary interest is in the understanding of how CDA opens up
the relation of authority among teacher, text and students.

Francis Christie (2007) argues that there are two registers at work in
classroom texts: those of the 'first order' or regulative register, to do with types
of behaviours in the classroom and those of the 'second order' or the
instructional register, to do with the content being taught and learned.

The CDA of the instructional sequence talks about the asymmetric
relation between teacher and taught. For example, one can identify the
positive and negative orientation foreach asin;

'You have got some work to do'
'We have got some work to do'
'lam passing on to the next topic'

‘Let us now pass on to the next topic'

'Answer me'

'Will you not find an answer for me'?

'I'wantyou tolisten, so listen to what happened next'
'Won't you listen to what happened next?

Another problem is the excessive use of negative polarity and negative
attributes.

'You are notto do that'
'You areirresponsible’

'You are wrong'

As Francis Christie (2007), says, “Teachers and students take up

various roles vis-a-vis each other across a classroom text, and identification of
their respective speech roles becomes one important measure of their
relative roles and responsibilities...pattern of theme distribution in classroom
talk are very revealing, for it is through the theme choices that the discourse is
developed and carried forward. Who controls theme, to what extent, and at
what points in the lesson, tell a lot about the overall organization of the

classroom text and about the relative responsibilities assumed by
participants”.

9
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i are;
ed sensesaspart of classroom discoursears,

Th four st tareintendedto beimpartedinthe

|t draws attention tothe discourses tha
i ionship;
pedagogic relationship; o ourse
« |tdrawsattentiontothe privileged and privileging status ofdi course
. i '
it draws attention to the authority carried by the teacher in in g
L ]

facilitating, and structuring the pedagogic relationship; - .
ut the subject position of the learner in the learning

« It suggests a lot abo
activity discourse.
Moreover CDA can immensely b

analysis. The benefits are; . . cted
1) Classroom discourse, like all other discourses, 1S socially constr X
politically motivated and historically determined;

jence that discourse
iali tified and gendered experie
T s gt Iassroomsettingaremotivatedand molded not

articipants bring to the c! - o
jFLst by the learning and teaching epnsqdes tr)ev encm::it:r o”t:::]
classroom but also by the broader linguistic, social, economic, p

istori ilieui i Il grow up;
and historical milieu in which theya . .
contained mini society it is rather a constituent

eneficial in classroom participation

The classroom is not a self-
of the larger society;
The classroom is a manifestation

3

~

of many forms of resistance, articulated

4)
orunarticulated; . .

5) Language teachers neither can ignore thfe socno-cn:ltural :al:,tzrthat
influences identity formation in and outside the czs§roo ’ nor car}
separate learners linguistic needs and wants from their socio-cultura
needs; Ll -

nd skills to evaluate
uld develop the necessary knowledge a
6) Teachers sho p e,

their classroom and to theorize what they practic.e and practi
theorize without depending upon external agencies.
ning should not be confined just to the

7) The negotiation of discourse mea .
instead discourse

acquisitional aspects of input and interaction, : ; ur
participants' complex and competing expectations and beliefs, identities

and voices, and fears and anxieties.
r

Conclusion

It may be noted that many a times meta-linguistic analysis of the
classroom would throw open the numerous benefits regarding classroom
participation. Allied forms of linguistic analysis in such contexts can help the
teacher to address issues which would either be taken for granted or it would
remain implicit. One should look into the discourse processes enacted during
production and consumption of the same. Such an analysis might reveal the
fact that classroom discourse — as a system of systems- relates to power,
ideology and social inequalities.
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Enhancing Emotional Proximity through ICT in
Secondary Level
T.S .Sanjayan

Introduction
Most of the affair of everyday life is tinged with feeling and emotion,
joy and sorrow excitement and disappointment, love and fear, attraction and
Our emotions have a great impact on others

repulsion, hope and dismay.
when we express them in ways on others when we express them in ways that

can be perceived by others. When we perceive the emotional responses of
other people, we respond in appropriate ways perhaps with an emotional
expression of our own. The focus of this paper will be on how ICT enhances the
emotional proximity in higher secondary level. The possibility of creating ICT-
mediated proximity has been dramatically enhancedin Pedocompunity.
Aim
To determine how ICT and emotional proximity are interrelated and

correlated each other
Objectives

¢ Tostudytherelation betweenICT and Emotional Proximity.

e Tofind outtheinfluence of ICTon Emotional Proximity.

e To compare the menu scores of ICT and emotional
Proximity(component Wise and total score) for the group.

(a) BoysandGirls.
(b) Governmentand aided schools.
{c) Ruraland UrbanSchools.
(d) Male and Female Teachers.
Hypothesis of the study
(1) There will be no significant relationship between ICT and emotional
Proximity.
(2) There will be nossignificant influence of ICT on emotional Proximity.
(3) There will be no significant difference between the mean scores of ICT

3
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and emotional proximity (component wise and total score) for the group,

(a) Boysand Girls.

(b) Government and aided schools.
(c) Rural and urban schools.

(d) Male and Female teachers.

Methodology in brief

For the purpose of study, representative samrfles of 3_00 students are
taken for consideration. 25 teachers whoare teaching in the higher secondary
level of Ernakulum district of Kerala are also selected. The.sample was selecteqd
by stratified sampling techniques giving due representation to the factors like
sex of students and teachers, locality and management category of the
schools. Emotional proximity rating scale (EPRS) and computer and mobile
mediated strategies are used as tools for the study. The researcher hag
conducted preliminary analysis to see whether the-depenfjent and
independent variable are normally distributed. For this the important
statistical characteristics mean, median, mode, standard deviation,
skewness and Kurtosis were calculated. Carl Pearson product moment
correlation was used in major analysis .They were done by using SPS§
statistical software.

Relationship between emotional proximity and ICT mediated
technology

The total sample

Validity No. 250 | Co efficient |Fingers t{ Confidence | Share Level of
of correlationfvalue | interval variance| significance

Emotional

proxdmity 0.203 4613 ]0.115/0.261] 4.12 0.01

ICT mediated

teaching 0.215 1.210 0.210/0.219| 3.96 0.01

From the table1 we can see that the correlation coefficient 'r' for total
sample is 0.203,which is positive. The t-value calculated as 4.613 which are
greater than the value required to be significant at 0.01 levels. Thus it can be
interpreted as there exists as significant positive relationship between the
variable emotional proximity and ICT mediated teaching for the total sample
at0.001 levels.

Theimportant finding presented in the following heads

The coefficient of correlation between emotional proximity and ICT
mediated teaching for the total sample is 0.203 This shows a significant
relationship between emotional proximity and ICT mediated teaching. The
coefficient of correlation between emotional proximity and ICT mediated
teaching for boys are found to be 0.1914. This shows a negligible relationship
between emotional proximity and ICT mediated teaching strategy.

Comparison of the variable emotional proximity with respect to sex, locate
and management

While comparing emotional proximity of boys and girls the critical ratio
obtained was 3.213 which is significant at 0.01 levels. This indicates that there
exists a significant sex difference in the variable emotional proximity. The
arithmetic mean for boys is 102; arithmetic mean for girls is 96.312. Hence
boys are more influenced by emotional proximity than girls. Comparison of
the variable ICT mediated teaching with respect to sex of the students locale
and type of management

While comparing the effects of ICT mediated teaching on sex of the
students the critical ratio obtained was 3.12, which is significant at 0.01 levels.
This indicates that there exists a significant sex difference in the effect of
variable ICT mediated teaching on students. While comparing ICT mediated
teaching of rural and urban students ,the critical ratio obtained was 3.12 which
is significant at 0,05 levels. This indicates that there exists a significant locale
differencein the variable ICT mediated teaching.
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Conclusion / Recommendation -,
tudy under consideration investigated the relationship between
The stu

tional proximity and ICT mediated teaching on the basis of the study it
(| . .
emobe stated that there is @ significant correlation between emotiona|
may

proximity and ICT mediated teaching .Some of the recommendation of the

study as follow.

(a) Modern ICT createsa telemediated presence in the children

(b) ICT mediated teaching and learning process enhances emotional
proximity between students and teaches

(c) Congenial ICT mediated environment definitely accelerate the talents of
children

(d) Teachers should bear in mind that amalgam of emotional proximity and
appropriate ICT mediated learning environment are a part-and parcel of

education
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Antibacterial Studies On In Vitro propagated
Mentha piperita
Dr.Umesh B.T and Sanila Ashik

Abstract

In the present study, nodal explants of Mentha piperita were cultivated on
the basal Murashige and Skoog (M S) culture medium enriched with various
concentrations of auxins and cytokinins. Of the tested medium varieties, the best
combination for stimulating both roots and multiple shoots was found to be 0.2 mg/I
IAA and 4mg/I BAP. The rooted plantlets were hardened in polycups containing sterile
sand and soil (1:1). Plantlets thus developed were successfully established. The
plantlets showed high survival rate in the soil (90%). The extract of Mentha piperita
was screened for antibacterial activity against 5 different pathogenic Bacteria like
Staphylococcus aureus, Escherichia coli, Serratia marcescens, Klebsiella and
Pseudomonas. The screening was performed by agar disc diffusion method. The
extract of Mentha piperita exhibit highest antibacterial activity against Escherichia
coli(zone of inhibition 25mm) . Pseudomonas Showed resistantto Mentha extract

Introduction

Peppermint (Mentha piperita) is a perennial and aromatic herb
belonging to family Lamiaceae. It thrives well in humid and temperate climate
and is most widely cultivated in temperate regions of Europe, Asia, United
States, India and and Mediterranean countries. The plant is highly sensitive to
drought. The plant is aromatic, stimulant, stomachic, carminative and used for
allaying nausea, flatulence, headache and vomiting (Kiran Ghanti, 2003).

Mentha genus is a hybrid between Mentha aquatica and Mentha
spicata (Hefendehl and Murray, 1972). The Mentha genus consist of a number
of approximately 25 species, differing in their ploidy levels (Bhat et.al, 2002)
and characteristics. Most of the commercially important mints are hybrids or
amphiploids.

Mints are extensively cultivated for their oils. Peppermint oil has a
fresh, sharp menthol smell. It is clear to pale yellow in colour and watery in
viscosity. Peppermint contains about 1.2-1.5% essential oil. The volatile oil,
also known as menthae piperitae aetheroleum, contains 30-70% free menthol

@
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e

—_— pounds. The terpenoiq

~vone, linalyl acetate andlinalool are
thol, ca ac;u“cm, dental preparationg,
jes, confectionery and alcoholjc

r com
and menthol esters and more that 40 othe

ts of the oil such as men
cu?“edp?: efr:aod products, cosmetics, pharn:i
mouth washes, s0aps, chewing gums, can
liquors (Kiran Ghanti, 2003). |
Medicinal plant propagatio
has proved to be a simple and fiable met
clones (Sunandakumari etal., 2004). »
Kirby-Bauer method was used‘to ass =
the Mentha piperita extract against various Bac X
ibacterial activity against various pathogen. "
er iG marcescens, Escherichia coli and Klebsiella.
Serratic
Materialsand Methods
Tissue Culture Studies: '
s -
ing and sterilization of utensi
Washinga ture bottles, petri plates etc) were wast.\ed ‘h?’°l{ghly
Glésﬁm:;uc:’s in dilute soap solution. It was then rinsed in single
aﬁe.’ treating 2 d dried for one hour at 70°C in hot air oven. The 5'35§Wares
dnsu'l‘::mved at 121°C for 20 minutes and kept safely in air tight
were

cupboards.

Preparation of media: '

MS media (Murashige and Skoog, 1962) wasusedin t'he_present study,
salts were weighed and dissolved in distilled water and
n the present study was

| segments with axilar buds

: a
n using nod duction of desireq

hod for mass pro

the antibacterial activity of
ria. The Mint extract possesg
like, Staphylococcus aureys,

Appropriate amount of .
made upto final volume. Plant growth regulator used i
IAA, IBA and BAP. Various concentrations of IAA, IBA and BAP(0.1, 0.2, 4.0

mg/L) were tested for rooting and shoot induction.

The P" of the medium was adjusted to 5.8 with the help of a digital P
meter using 1N NaOH and 1N HCI. After adjusting the P", 7% agar was added as
gelling agent and was dissolved by boiling the medium. About 25 to 30 ml
media were poured into sterilized culture bottles and sealed tightly. The media
culture bottles were autoclaved at 15 Ib pressure for 15 minutes. The sterilized
media were kept in culture room for solidification.

(]

i e L

, —

gxplant preparation and surface disinfecticn.

The explants collected from the herbal garden (of the department)
were washed in Tween 20 (detergent) and then thrice in sterile distilled water,

inoculation of the explants into MS medium:

The inoculation of the explants into autoclaved culture media was
carried out in Laminar Air Flow chamber. Before inoculation, the platform of
the chamber was wiped with 70% ethanol. The autoclaved accessorles such as
forceps, surgical blade, Petridish and blade holder was immersed in 70%
Ethanol and were placed inside the chamber. The cabinet door was closed and
UV light was switched on for 30 minutes. After switching off UV light, switch on
the blower and fluorescent lamp. The hands were wiped with 70% Ethanol.
The explants were surface sterilized in 0.1% HgCl, and again three times In
distilled water. The nodes and leaves were separated from the explants using
scalpel and were inoculated into the media using forceps. The mouth of the
culture bottle should be in front of the flame while inoculation. This can reduce
contamination. To ensure complete sterile condition, the blade and forceps
were flamed after each inoculation. After inoculation, replace the cap after
flaming the mouth of the inoculated culture bottle.

Table:1 Growth regulator combinations used for micropropogation:

GROWTH REGULATOR CONCENTRATION (mg/l)
IAA 0.1

IBA 0.1

BAP 0.2

IAA+BAP 0.2+44.0

(9
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- i i 3 culture room provided with 4
les were incubatedinac
Thec“"”'::";‘c 16 hour photopen'od at 3000 lux and 50-60 g

temperature of 2 rved regularly and the morphologica)

humidity. The cultures were obse
dlangeswererecorded.

Antibacterial Test

The antibacterial activity of the .p
technigue. Pure cultures of bacteria
Pseudomonas, Kiebsiella, Serratia marcescens an
for the study.

Nutrient agar was
solidification. After solidification, the en
means of a sterile cotton swab so as t0 0
entire surface of the agar. The plates were allowed tod . ‘

Using a sterile foreceps, the filter paper disc lmpregna_trt:\d wnltllspeqﬁc
concentration of plant extract was placed og ;:: fa:rar2 ﬂitse.houers p Tnﬁ?b\:;::

i i inverted position at . :
;::Zs"\:vc::za::e: aa:d ':va:a waspr:corded. Photographs were taken showing

the effect of plant extracts on cultures.

|ant was evaluated by agar diffusion
| strains Staphylococcus aureus,
d Escherichia coli were used

poured on sterile petridishes and was kept for
tire agar surface was streaked by
btain a confluent growth over the
ry for 5 minutes.

Results
1. Tissue Culture Studies

The explants (nodal) of Mentha piperita were m‘aintained at 'the
herbal garden of the department. They were cultured in MS medium
supplemented with various concentrations of IAA, IBA (auxins) and BAP
(cytokinins).

Initiation of shoots and roots in Mentha piperita was rather
difficult due to fungal and bacterial contamination.After 10 days, out of 25
bottles inoculated, 7 bottles were contaminated. The medium turned brown
due to release of phenolic exudates and the leaves turned necrotic and fell off.
Multiple shoots were observed on medium supplemented with 4.0 mg/| of
BAP and rooting was observed on rooting medium supplemented with 0.2
mg/l of IAA. Different concentration of IAA and BAP has varying effects on
shoot induction and rooting.
9

The highest number of shoots was observ
. . ed on medi
supplemented with 4 mg/l of BAP and high frequency of rooting was obse::j
on medium supplemented with 0.2 mg/l of IAA. This co

: mbination of growth
regulators gave better result in multiple shoot induction and rooting
(IAA+BAP).

The rooted plantlets were hardened in polycups containing sterile
soiland sand (1:1). Plantlets developed were successfully established a

nd the
showed high survival rate in the soil. ¥

2. Antibacterial Test

In the present study, the antibacterial activity of Mentha piperita
extract was estimated. Five bacteria were employed in the study-
Pseudomonas, Serratia marcescens, Staphylococcus aureus, Escherichia coli
and Klebsiella.

Out of these bacteria, the most sensitive organism is Escherichia
coli. The maximum zone of inhibition was found in Escherichia coli seeded
nutrient agar plate.

Staphylococcus aureus and Serratia displayed almost similar zone

of inhibition. There was only a small zone of inhibition on Klebsiella seeded
plate.

There was no inhibition zone formation the nutrient agar plate

inoculated with Pseudomonas. This implies that Pseudomonas is resistant to
Mentha extract.

Bacteria Zone of inhibition (mm)
Staphylococcus aureus 18

Escherichia coli 25

Serratia marcescens 15

Klebsiella 8

Pseudomonas aeroginosa | 0
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Rule Induction- A Rough Set Approach

Saby M.k

Abstract Theory (RST) proposed by Z pawlak provides a well understagq
Rough Set The

i i i h as reley
WS ral kinds of information sucl ant
ich allows to find seve
formal model, which a

e additional parameters to operate

ificati withoutrequiring an-y :

features or classnﬂcatﬂ"g Lualteas In RST all computations are performed directly on the
other than the supplie : king use of the granularity structure of the data, 5

i d works by ma
supplied data an conventional association rule algorithms is that too nlman¥ I:PIes are
Pt gfbustlt'::se algorithms and it is very difficult to analyze these rules. This pape
generated by

enerate rules from an inconsisten
proposes rough se;n:fsstf:g lengzczret: ,:cesSEd data co!lected from coconut
information Svsw; :zhur Chavassery Grama Panchayath using stratified random
EUaISEs o ths :n existing algorithm, namely, Learning from Exampl‘es Module
samphng methhlzzi is modified to incorporate some conditions, leadln; to the
version 2 (LEA ificant rules. By applyingthe proposed algorithm, aset of significant
generation of snst:'d These rules are expected to be helpful to the farmers of the state
;:Izse":::"—;::? far.rning plans, which will enable them to improve their coconut
::,:\:::::; Rough sets, assoclation rule mining, local covering, lmm'llmal
complex, discernibility matrix, indiscernibility relation, lower approximation,

upper approximation.

Introduction _
Rough Set Theory (RST) proposed by Zdzislaw .F‘awlak is a
mathematical approach to intelligent data analysis and data mining [1,.2, 3,4]
It is an emerging soft computing tool with wide range of applications in r'n_any
domains especially in the areas of machine learning, knowledge acquisition,
decision analysis, knowledge discovery from databases, expert systems,
inductive reasoning and pattern recognition [5, 6]. It mainly deals with
imprecise or vague concepts. The rough set approach provides efficient
algorithms for finding out hidden patterns in data, minimal sets of data (dats
reduction), evaluating significance of data and generating sets of decision
rules from data [1]. In RST all computation are performed directly on dat
sets. It requires no additional parameters to operate such as, for example, ?

6

probability distribution in statistfcs, a grade of membership from fuzzy set
theory etc., other than the supplied data [7). It works by making use of the
granularity structure of the data. One advantage <?f Rough Set theory is that, it
provides a well understood formal model, which is very helpful in generating
several kinds of information such as relevant features or association rules
using minimal model assumptions.

Association rule mining is a process to search relationships among
data items in a given data set. Association rule algorithms can be used to
extract rules from a decision table [8]. The main problem with association rule
algorithm is that too many rules are generated and it is difficult to analyze
these rules and discover which ones are more important and interesting [14].

Rough Sets can be used to determine whether there is any redundant
information in data and also it is possible to find the essential data needed for
our applications. Since it is possible to generate representative attributes
from a decision table using rough set methods, fewer rules will be generated
due to the reduction in attributes and the rules will be as significant as the
rules generated without using rough set approach [9].

The selection of significant attributes from a problem domain
becomes necessary for rule induction, because most of the relevant rules
generated from the given data set are formulated with these important
attributes. With this idea in mind, the rule induction algorithm LEM2 is
modified to incorporate the attribute selection process in rule induction. In
the proposed method an attribute selection process based on the idea of a
discernibility matrix [71[11][13] is used to select significant attributes from the
given data set. From the attribute-value pairs of the selected attributes, only
those attribute-value pairs which are necessary to define the given concept
(the set of objects with the same decision attribute value) are selected. These
attribute-value pairs are then used to generate a single local covering for the
given concept. In a local covering [12], each member represents a minimal
complex which corresponds to a single rule. Similarly the local covering of the
remaining concepts are also generated separately by using the same method.
In this way various association rules are generated from the decision table.

The remainder of the paper is organized as follows. The idea of a decision
table is presented in Section 2. An introduction to the concept of local
covering is given in Section 3, a description of the data set used is given in

@
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isi bles ; all
DECISIOIITa.  ation system| = (U, Ad)), where d € A, is usually calleq ,
An info!

ey . tes and d .
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ca el ; the elc'.S'On att' ibute. An exa'“ple 0| a deC|S. ion table |'s g'VeI': in Iable
1. lhlS ecIst ur

Headache, Nausea, Coughland ,
conditional 'attriblge}s S{Tui:‘apzrea;l;ir:;\ table defines an information functiop
decision attribute {Flu :c,entS the set of all attribute values. F_or example, f(,
f: UAV, where—V !'e:feL s Aandv V,andt=(a, v)bean attrlb_ute-val.ue pair,
o sl fom U rsich e

ena )

has value 'v' [12]. rable - 1: A Simple Decision Table

For the decision table givenin Table-1,
[(Temperature, high)]={1,3, 4}
[(Temperature, very_high)]={2}
[(Temperature, normal)] ={5, 6}
[(Headache, yes)]= {1,2,4,5}
[(Headache, no)]= {3,6}

[(Nausea, no)] ={1, 3, 5}
[(Nausea, yes)] ={2,4, 6}
[(Cough, yes)]={1,4,6}and

Case| Attributes DFelfllSlon
Temperature | Headache | Nausea Cough

1. |high yes no yes yes
2. |very_high yes yes no yes
3. |high no no no No
4. [high yes yes yes yes _
5. |normal yes no no No

6. [normal no yes yes No

@

[(Cough, no)]=12,3,5}

Let xU and BA. An elementary set of B containing x, denoted by [x], and is
defined by the following set.

N {[a,v]aB, f(x,a)=v}

Elementary set is a subset of U consisting of all cases from U that are
indistinguishable from x while using all attributes from B[12]. Elementary sets
are also known as information granules, which represents the building blocks
of knowledge about U. When subset B is restricted to a single attribute,
elementary sets are blocks of attribute-value pairs defined by that specific

attribute. For example, if B = {Temperature, Headache} then an elementary
set of Bwith Temperature = high and Headache = yesis

[(Temperature, high)] (M [(Headache, yes)] ={1, 4}

Elementary sets can also be defined by using the idea of indiscernibility
relation, the mathematical basis of rough set theory [13].

Local Covering

An information system | = (U, A\U{d}), where d A, is usually called a
decision table. The elements of A are called conditional attributes and d is
called the decision attribute. A decision table defines an information function
f: UAV, where V represents the set of all attribute values. Leta Aandv V,and
t=(a, v) be an attribute-value pair. Then a block of t, denoted by [t], is a set of
objects from U for which attribute 'a’' has value v [12].

Letx€U and BSA. An elementary set of B containing x, denoted by [x], and is
defined by the following set.
M {[a,v]aB, f(x,a)=v}
Elementary set are subsets of U consisting of all cases from U that are
indistinguishable from x while using all attributes from B [12]. Elementary sets

are also known as information granules, which represents the building blocks
of knowledge about U. When subset B is restricted to a single attribute,

&
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minimal complex is introduced first. A minirrfal complex CO""'GSDOnds o
single rule. LetXisa concept. Lettbean attrlbute-vah{e pair (a, V)., [t] be,
blockoftand T be the set of all such attribute-v?lue pairs. Set X is saig to
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Aset Tisaminimal complex of X

subset T of Texist such thatX dependsonT [12].
onds to a rule set describing a concept. Let Lbe;
ribute-value pairs. Then Lis,
ditions are satisfied [12].

two main approachest

ifand only if X depends on Tand no prope

A local covering corresp
non-empty collection of non-empty sets of att
local covering of Xif and only if the following con

1. EachmemberTofLisa minimal complex.

2. U {1 T L=Xand
3. Lisminimal,i.e., Lhassmallest possible number of members.

Description of the Data Set
Data set used for this experiment is collected from 80 coconut cultivators

of the Keezhur Chavassery Grama Panchayath of the Kerala state[15]
Stratified random sampling is the sampling method used, taking wards in the

panchayath as the strata. Number of samples is chosen in such as way thatat

e

east 5% of the total population is being included in the study. At the time of
- Att e 0

data collection a number of attributes are considered and data are collected

base
induction process we randomly selected three important attributes namely

d on these attributes. To construct the decision table to apply the rule

atmospheric temperature, amount of rainfall and the amount of fertilizers
used for coconut cultivation as the conditional attributes and the amount of
coconut production is considered as the decision attribute. Table 2 gives a

portion of the actual data collected from the farmers [15].

As a preprocessing these attribute values are mapped on to three domain

values namely low, normal and high. The definitions of these values for
various attributes are given in Table 3.
After the preprocessing the data set is formatted as a decision table required
for the rule induction algorithm. Table 4 gives the decision table. Rows of the
decision table represent various objects and columns represent the set of
conditional attributes {Temperature, Rain, Fertilizers}and the decision
attribute {Production}.

Table 2: Data Collected from farmer

Temp:?erature Rain Fertilizers Production

3Cze|5|us] [cn;]21 __[Kg. Per Acre] [In 1000 Per Acre]
90 4000

32 121 70 5000

34 100 50 7000

32 136 110 5000

34 123 140 9000

28 113 90 8000

38 124 120 7000

28 128 50 3000
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As a3 preprocessing th
domain values

for various attributes are given in Table 3.
Table 3: Domain values of the attributes

ese attribute values are mapped on o thye,
namely low, normal and high. The definitions of these value,

. L
Temperature Rain Fertilizers Production
[Celcius) [Cm) [Kg/Acre) [in 1000/Acrel
Low Less than 31 Less than 111 Less than 119 | Less than 6500
Normal |31-33 111-115 119-121 6500-7500
High Greater than 33 | Greater than 115 | Greater than Greater than
' 121 7500
Table 4: Decision Table
Objects Temperature | Rain Fertilizers Production
1 High High High Normal
2 High High High Low
3 High High Low Normal
4 High High Normal High
5 High Low Low Low
6 High Low Low Normal
7 High Low Normal Normal
: High Normal Low Low
= 'L~°W High High Low
T ow High Low Low
Low Low Normal Normal
12 Low Normal ormal |
3 ma Low High
Normal High —
14 N High Low
ormal i —_—
15 Normal - 8 Norma
16 High Low
Normal Low low
17 Low Low
Normal m I
— Low High 4)

1. Algorithm used for Rule Induction

in the original version of LEM2, the idea used for generating the local
covering is based on the condition [T-{t}) € X. But the use of this condition
alone will leads to the elimination of some useful attribute-value pairs from
the local covering. This will greatly affect the efficiency of the rules generated.
so in the proposed work, to overcome this, we introduce another condition,
say (T-{t}) O, before using the already specified condition [T-{t}]c X. The
algorithm used for computing a single local covering for each lower or upper
approximation of various concepts from the decision table is presented below.
Algorithm MODILEM2(X)
// X represents a set of objects representing lower/upper
// approximation of the concept selected.
// trepresents an attribute-value pair.
// The algorithm returns a single local covering L of X.
{
G:=X;
L:=;0
while (G*O)do
{
T:=,0
TG):={t| [t)InG* O });
while ((T=Q) or (not([T] € X)))
{

Selecta pairteT(G) such that | [t} G| is maximum.
if atie occurs arbitrarily select any one pair.
T:=T {t};
if(t] G*0Q)
{
G:=[t]NG;
T(G):={t | [t]G ;2 t €T(G)}
T(G):=T(G) T;
}
}

foreachtinTdo
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{
(T {th= ) then
if ([T {t}] & X)then
T:=T-{tk

}

L:=LU(TE

G:=x-U{Th

_ pata Analysis and Results

s In Tat.::: there are three elementary sets {13, 6'(;7' 11,14}, 2,55 ¢
10, 13, 15, 16)and {4, 12, 17})of the decision attnbutg {Pro uctnontl}. These sets

et fication of farmers with production "norma
respectively represent classi . i al,
'Jow’, and "high'. Elementary sets of the decision attribute are called concep
The equivalence class structure induced by the conditional attripyte
(Temperature, Rain, Fertilizersare {{1, 2}, (3}, 43,15, 6}, {7}, {8}, {9}, {10}, {1y
{12}, {13, 14}, {15}, {16}, {17}}. From Table .4, it is clear that the decisigy
‘production’ does not depend on attributes {Temperature, Rain,
Fertilizers}because neither of {1, 2}nor {13, 14}are subsets of any concept,
Hence Table 4 is inconsistent because entries 1 and 2 are conflicting. Entrigs
13 and 14 are also conflicting.

These inconsistencies can be handled by using RST. The idea is that for
each concept X, lower and upper approximations are computed and based on
these approximations rules are generated. In Table 4, for the concept {1, 3,6,
7,11, 14}, the farmers with production 'normal’, the lower approximation is {3,
7, 11}and upper approximation is {1, 2, 3, 5, 6, 7, 11, 13, 14}. Similarly the
lower approximation for the concept {2, 5, 8, 9, 10, 13, 15, 16}is {8, 9, 10, 15,
16}and upper approximationis{1,2,3,5,6,7,11, 13, 14}. And for the concept
{4,12,17), the lower and upper approximation are same and is given by {4, 12,
17}.  This means that the concept {4, 12, 17} representing farmers with
production 'high' are definable with the attributes {Temperature, Rain,
Fertilizers}. The other two concepts are not definable by the given attributes

and hence they are roughly definable or rough sets.

The.ldea of lower and upper approximations is used for rule mining in the
case of_mcopsnstent data sets. For any concept, rules induced from its lower
approximations are certainly valid and hence such rules are called certain rules

’//_4_————'—" . T T T

(14). Rules induced from upper approximation of the conce

Pt are possibl
valid are called possible rules. *

After computing the lower and upper approximations, select those
amibu:e-value pairs (a, v) satisfying the condition [(a, v)] X = , where X
represents the lower or upper approximation of the concepts as the case may
pe. These attribute-value pairs are then used in the modified LEM2 algorithm
togeneratea local covering for the set X. Each member of the local covering is
a minimal complex, which corresponds to a single rule. Hence the local
covering represents a set of association rules generated from the decision
table satisfying the setX. By changing the setX, all the decision rules satisfying
the lower and upper approximations of the remaining concepts are also
generated separately by using the same algorithm. Various attribute-value
pairs of the selected attributes are {(Temperature, low), (Temperature,
normal), (Temperature, high), (Rain, low), (Rain, normal), (Rain, high),
(Fertilizers, low), (Fertilizers, normal), (Fertilizers, high)}. Then elementary
sets defined by these attribute-value pairs are:

[(Temperature, low)] ={9, 10,11, 12}

[(Temperature, normal)] ={13, 14, 15, 16, 17}

[(Temperature, high)]={1, 2, 3,4,5,6,7, 8}

[(Rain, low)]={5,6, 7,11, 16}}

[(Rain, normal)] ={8, 12,17}

[(Rain, high)1={1, 2,3,4,9,10,13, 14,15}

[(Fertilizers, low)] ={3,5, 6, 8,10, 12, 15,16, 17}

[(Fertilizers, normal)] ={4, 7, 11}

[(Fertilizers, high)] ={1, 2,9, 13, 14}

If the set X is taken as {3, 7, 11} (i.e., the lower approximation of the
concept {1, 3,6, 7, 11, 14}representing the normal production), the attribute-
value pair blocks [(a, v)] which satisfies the condition [(a, v)] "X O are:

[(Temperature, low)] ={9, 10, 11, 12}

[(Temperature, high)]={1,2,3,4,5,6, 7, 8}

[(Rain, low)] ={5, 6,7, 11, 16}

[(Rain, high)1={1,2,3,4,9,10, 13, 14, 15}

[(Fertilizers, low)]={3, 5, 6, 8,10, 12, 15, 16, 17}
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possible rules describing the 'Normal' production (i.e., when X = i
={4,7,11} gorithm, the Ioca|coveringginn 3,567 11, 13, 14}, the upper approximation of the concept {1, 3, 6, 7 1i

iventotheal :
? (Fertilizers, Normal}, {(Temperature, gy, 14})are:

[(Fertilizers, normal)] :
WhenthesetX=1{3,7, 11}is

; . in, Low ing the h
(R;:'Itnf Hljfl:)sl ;::rgt;;erat'ed describing the 'Normal' production. rules arg (Temperature, High) & (Fertilizer, High) (Production, Normal)
certain

i t. iy
presented in LERS forma , | | |
rature, High) & (Rain, Low) (Production, Normal)
. | (Production, normal) (Tempe
(Rain, Low) & (Fertilizers, Normal) o ” | |
. Temperature, Normal) & (Fertilizers, High) (Production, Normal)

3,1,1 rtilizers, Low) (Production, normal (

i Rain, High) & (Fe 11
(Temperature, High) & (Rain, _— 2,1, _
If we select the set X as {8, 9, 10, 15, 16} (the lower approximation o (Temperature, Low) & (Rain, Low) (Production, Normal)

6}, thatis for [(production =low)]), the locy
he concept{2,5,8,9, 10,13, 15, 16}, . . .
::os::ing :enerated by the algorithm is {{(Temperature, low), (Rain, high))

{(Temperature, Normal), (Rain, Low)}, {(Temperature, High), (Rain, Normal)
{(Temperature, Normal), (Rain, High), (F ertilizers, Low)}}. Hence the certain

31,1
(Temperature, High) & (Rain, High) & (Fertilizers, Low) (Production, Normal)

Possible rules describing the 'Low' production (i.e., whenX={1, 2,5, 6,
8,9, 10, 13, 14, 15, 16}, the upper approximation of the concept {2, 5, 8,9, 10,

ibing 'Low' production are:
;ulzes2 describing 'Low'p S
- i i 2,2,3
& (Rain, High) (Production, Low) ,2,

;Telmlpemure' Lo : (Temperature, Normal) &( Rain, High) (Production, Low)
en i 2,2,3

Ta ture, Normal) & (Rain, Low) (Production, Low) 2 .
; elmlpera ur )&( (Rain, Low) & (Fertilizers, Low) (Production, Low)

, : i 1l 3I5
(Temperature, High) & (Rain, Normal) (Production, Low) > ' .
(Fertilizers, high) (Production, Low)

3,1,1

$ . 2,1,1
(Temperature, Normal) & (Rain, High) & (Fertilizers, Low) (Production, Low)
Certain rules describing the 'High' production (i.e., when X = {4, 12, 17}, the
lower approximation of the concept {4, 12, 17}) are:

(Temperature, High) & (Rain, Normal) (Production, Low)
2,2,2(Temperature, Low) & (Rain, High) (Production, Low)
2. Conclusion

2,1,1

. ) Rough Set Theory provides sound mathematical tools for mining
(Temperature, Low) & (Rain, Normal) (Production, High) association rules even from an inconsistent information system. In this paper,
2,11 we present a modified version of LEM2 algorithm, which has been proved

reliable to draw decision rules from a decision table in an efficient manner. To

211 prove the efficiency of the proposed method, we applied the algorithm on a
o small data set related to farming and rules are generated. To form the decision
Rain, High) & (Fertilizers, Normal) (Production, High)

{Temperature, Normal) & (Rain, Normal) (Production, High)

43
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table used for rule mining, in this work Is are crisp in nature. In order 4,
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tic License Plate Recognition using
Aum::e:i-FonNard Neural Networks

Mohammed Sidheeque

Abstract

.- License Plate Recognition (ALPR) is a form of automatic Vehicle
Automatic

. 2dvanced Image processing technology like computer vision

ification by using 3 his paper, a smart and simple algorithm using Fee(:|-l=(;,-war d

so. I::sted forall ;(inds of vehicle's license plate recognition System

Neural Network IS:' npimpI'OVing the character recognition capability of feed-forward

Thiswork i:gf::il;e nZural network by using one, two and three hidden layers ang g,
back-prop

i itional momentumterm. . |
moduﬁedla:: IEnglish etters were collected for this work and the equivalent binary

ix form of these characters was applied to the neural network as training
mat:rms While the network was getting trained, the connection weights were
patterns.

modified ateach epoch of learning.

ident :
and machine learnin

Introduction

Intelligent Transportation System has become an inte;ra! part of the
Transportation Industry these days and it consists of Automatic License Plate
Recognition (ALPR) System. In ALPR System , a special set of ha'rd'ware and
software components that works on an input image signal containing one or
more vehicles (like static pictures or video sequences), and recognize§ valid
license plate characters from the vehicle(s) contained in the input image
signal. A hardware part of the ALPR system typically consists of a camera,
image processor, camera trigger, communication and storage unit. From the
enhanced image, license plate region is recognized and extracted. Then
character fragmentation/segmentation is performed on extracted

LicensePlate and these segmented characters are recognized using Neural
Network in this paper.

Structural constraints al
To improve the recognition process, we can assume St_""Ct”r
constraintsinthe Table A. such as edge detection method or pixel matrix.

The syntactical analysis can be combined by Other methogs,
4y is to Use one global n.eural network that retyrng several c3
n select the best candldatg that meets the structural con
re sophisticated solution is to use the structura| constrain
on of local neural networks. (figure B) .

The simmest
ndidates ang
Stl’aints(ﬁgul,e
ts for adaptive

the
A).Mo
selecti

Figure : (A, B) Structural constraints can be applied before and after the
recognition by the neural network. (c) Example of the skeletonized alphabe

Line ends Loops Junctions

BDOO8 CEFGHIIKIMN | CDGIILMNO
STUVWXYZ123 | SUVWz012
457 357

PQ69 ADOPQR09 EFKPQTXY4

69

ACGIJLMNR B8 ABHR8

Suvwz123

457

EFTY
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Table-A Structural constraints

k
ard Neural Networ e
Feed Forw orward neural network is an artificial neural net.w.ork Wherg
A f?ed . the units do not form directed cycle. This is differen
connections between d forward neural network was the first

s. The fee .
from recurrent neural network | network devised. |n this

i f artificial neura
d arguably simplest type O S .
::two'ri the information moves in only one direction, forward, from the input

nodes, through the hidden nodes (if any) and to the output nodes. There are
nocycles orloopsin the network[1].

Input Layer
Hidden Layer

Output Layer

Figure D : In a feed forward network information always moves one direction;
it never goes backwards

The operation of this network can be divided into two phases:
1. The learning phase
2. The classification phase
Leamning Phase

ue-Dmng the learning phase the weights in the FFNet will be modified- A’
'ghts are modified in such a way that when 2 pattern is presented, the

8

/—\

qutput unit with the cc.>rrect category, hopefully,
ue.How does IearmrTg take place?The FFNet
;Tgorithm: pesides the input pattern, thg neural net also needs to k
Jhat category th'e pattern belongs. Le.armng Proceeds as follows: 5 a’t‘:w to
resented at theinputs. The pa‘tt.e-rn will be transformed in its pass‘.aﬂ::th ern is
the layers of the network un.tll it reaches the output layer. The units ir:l:ﬁh
output layer all belongto a d|‘fferent category. The outputs of the network ae
theyarenoware compared wntrT t.he outputs as they ideally would have been .Sf
this pattern were correctly classified: in the latter case the unit Wwiththe correct
category would have had the largest output value and the output values of the
other output units would have been very small. On the basis of this
comparison all the connection weights are modified a little bit to guarantee
that, the next time this same pattern is presented at the inputs, the value of
the output unit that corresponds with the correct category is a little bit higher
than it is now and that, at the same time, the output values of all the other
incorrect outputs are a little bit lower than they are now. (The differences
between the actual outputs and the idealized outputs are propagated back
from the top layer to lower layers to be used at these layers to modify
connection weights. This is why the term backpropagation network is also
often used to describe this type of neural network([2].

Classification Phase

In the classification phase the weights of the network are fixed.A pattern,
presented at the inputs, will be transformed from layer to layer until it reaches
the output layer. Now classification can occur by selecting the category
associated with the output unit that has the largest output value. For
classification we only need to select an FFNet and a Pattern together and

choose To Categories.In contrast to the learning phase classification is very
fast.

Improving The Character Recognition Efficiency of Feed Forward BP
Neural Network

One of the most important types of feed forward
Back Propagation Neural Network (BPNN) [12]. Itis a mu
Network using gradient-descent based delta-learning ru
3s back propagation (of errors) rule. Back Propag

v:ﬂl have the largest Output
ses a Superviseq Iearning

neural network is the
Iti-layer feed forwa rd
le, commonly known
ation provides 2

.
%
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computationally efficient method for changing the weights in a feed forwary
network, with differentiable activation function units, to learn a training set of
input-output examples. Being a Gradient Descent Method, it minimizes the
total squared error of the output computed by the net.

The network Is trained by supervised learning method. The aim is to trajy
the network to achieve a balance between the ability to respond correctly to
the input characters that are used for training and the ability to provide good
responses to the input that were similar. The total squared error of the output
computed by network is minimized by a gradient descent method known as
Back Propagation or Generalized Delta Learning Rule [4].

OCR System Design

The various steps involved in the recognition of a handwritten character
areillustrated in the form of flow chartin Fig. E.

Image Acqusgine Recoguzzd
(Hudwomes (Hmdwninen
Charcen) Characten)
Proprcessng L
! Sax Ezmann and Carmecton Cuaiirain
Cantowr Scoubuag
| |
| Tearr
"""':‘_‘ Eoca  [—+{ Featore Selecton
S

Figure E. Typical Off-Line Character Recognition System
Pre-Processing

Pre-processing is done to remove the variability that was present in off-line
handwritten characters. The pre-processing techniques that have been
employed in an attempt to increase the performance of the recognition
process are as follows: Deskewing is used to make the base line of the
handwritten word in a horizontal direction by rotating the word in a suitable

direction by a suitable angle. Some examples of techniques for correcting
slope are described by Brown and Ganapathy [6).

3

Contour Smoothing is a technique to remove contoyr noi

d in the form of bumps and holes due to se which is

introduce the process of sjant

correction. ) .
Thinning is @ process in which the skeleton of the character image is used

tonormalize the stroke width.

ginarization

All hand printed characters were scanned into grayscale images. Each
characterimage was traced vertically after converting the grayscaleimage into
pinary matrix [3, 5]. The threshold parameter along with the grayscale image
was made an input to the binarization program designed in MATLAB. The
output was a binary matrix which represented the image shown in Fig. .
G(c).Every character was first converted into a binary matrix and then resized
to 8 X 6 matrixes as shownin Fig. G(c) and reshaped to a binary matrix of size 48
X 1 which is made as an input to the neural network for learning and testing.
Binary matrix representation of character 'A' can be defined as in Fig. G(c). The
resized characters were clubbed together in a matrix of size 48 X 26 to form a
sample..Inthe sample, each column corresponds to an English alphabet which

wasresized into 48 X 1 input vector.

001100 0
001100 0
011110 0
010010 0
011110 :
1100 1 1f]esxtmemix
100001 1
100001 1
(O] V) © (@

Figure F (a) Grayscale image of character ‘A’ (b) Binary representation of
character 'A'; © Binary matrix representation and (d) Reshaped sample of
character ‘A’

Feature Extraction And Selection

The derived information can be general features, which
rl:[aluatgd to ease further processing.
vo,e ;nat"’"a' Journal of Computer Science & Information
»No 1, Feb 2011, 88

were

Technology (CSIT),

Scanned by CamScanner



Classification

Classification is the final stage of our OCR system design. This is the stage
where an automated system declares that the inputted character belongs o
particular category. The classifier here we have used is a feed forward back
propagation neural network.

Neural Network

To accomplish the task of character classification and input-output
mapping, the multi-layer feed forward artificial neural network was
considered with nonlinear differentiable function 'tansig' in all processing
units of output and hidden layers. The neurons in the input layer have linear
activation function. The number of output units corresponds to the number of
distinct classes in the pattern classification. A method has been developed, so
that network can be trained to capture the mapping implicitly in the set of
input output pattern pair collected during an experiment and simultaneously
expected to modal the unknown system to function from which the
predictions can be made for the new or untrained set of data (5, 12].

ot
D—F
[ b |

P~

%
Figure G. Feed forward neural network with one hid den layer.

The network has 48 input neurons that are equivalent to the input
character's size as we have resized every character into 3 binary matrix of size
8 X 6. The number of neurons in the output layer was 26 because there are 26
English alphabets. The number of hidden neur
the system resources. The bigger the num
required. The number of neurons in a hidden
results,

ons Is directly proportional to
ber more the resources are
layer was kept 10 for optimal

The output of the network can be determined as,
Thus the weight updates for output unit can be repre

sented as,;
W(ts1)=W(t) s DW (t)+ DW(t 1) Ik ik ik 1k h o

;h(i;?k is the state of weight matrix at iteration t

w(t+1) ik is the state of weight matr?x at next'itera.tion .

w (t-1) ik is the state of weight rrfatnx.at ;?rewo.us uteratl?n. . o
w(t) i k D is current change/ modlﬁcatlf:n in weight m.atrlx .and a is standar
momentum variable to accelerate learning process.. This variable depgnds on
the learning rate of the network. As the network yields the set learning rate

themomentum variable
tends to accelerate the process.

Conclusion and Future Scope

The proposed method for the handwritten character recognition using the
descent gradient approach and modified momentum ternﬁm yielded the
remarkable enhancement in the performance. This paper has introduced af\
additional momentum term in the weight modification process. This
additional momentum term accelerates the process of convergence and the
network shows better performance.
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NOTES

Coverage and Capacity Improvements
in Mobile Communication

Sam Kollannore U.

Abstract

As the
assigned to @ cell ev
users. At this point,
per unit coverage area. Techniqu
approaches are used in practice t

demand for wireless service increases, the number of channels
entually becomes insufficient to support the required number of
cellular design techniques are needed to provide more channels
es such as cell splitting, sectoring, and coverage zone
o expand the capacity of cellular systems. These
three popular capacity improvement techniques is explained in this paper. Along with
these techniques, other methods to improve the performance of mobile
communication system are also discussed. The effect of co-channel interference on

the system capacity is analysed.

Keywords: Wireless, Cellular systems, Cell splitting, Sectoring, Co-channel interference

Introduction

Mobile communication deals wit
moving units called Mobile Stations/one mobile unit and one
The service provider will locate and track a caller and assign a channel to the
call. It also transfers the channel from one base station (BS) to another as the
cal_ler moves out of range. Cells are optimized to prevent interference of
adl.ilcent cells. Hence the transmission power has been kept low. Mobile
Swut.ching Centre (MSC) coordinates communication between all the base
stations and the central telephone office. MSCs are responsible for connecting
calls, recording call information and billing. Each base station is allocated a
group of radio channels to be used within a small geographic area called cell.
Base stations in adjacent cells are assigned channel groups which contain
c°“'.‘Dletely different channels than neighboring cells. Base antennas are
designed to cover only a desired area. By limiting the coverage area, the same
EfPUp of frequencies may be used at another place by keeping interference
within the limits [1]. The design process of selecting and allocating channel
groups for all the cellular base station within a system is called frequency reuse
or frequency planning. The hexagon shape of cell is just 3 model. In practical

@

h the communication between two
stationary unit.
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the shapes will be very different. The actual radio coverage of th,

footprint. When using hexagons to model coverage areag bcell is Gl

transmitters are depicted as either being in the center of tflue :se ly

excited cell) or on three of the six cell vertices (edge excited cells) '::ll Cengy,

excited cells, omni-directional antennas are needed and for e ge e;( Or ce o

sectored directional antennas. Cited g,
Channel Capacity And Frequency Reuse Principle

Consider a cellular system which has a total of S duplex channels

is allocated a group of k channels (k<S) and if S channels are divided'
N cells into unique and disjoint channel, the total number of availablamong
channels can be expressed as € Rdio
S=kN.

If fagh

The N cells which collectivel i

. y use the complete set of available fr,

is called acluster and if the cluster is repeated M times, the capacity bEQUenc.eS
C=MKN=MS oo ) i

C=MS=MkN=4,3.,4;"J

Figure 1. Frequen :
Factor N i : Cy Reuse princj
rNis called cluster size and is typically 4 7P ;'Z‘C[l;ale

factor of a cellular system is 1/N. The equation to use is 1. The frequency reuse

N=i’ + ij+ ,"

A3)

b !

Figure 2. Frequency Reuse Factor calculation

Handoff
whenausé :
petween the user pair,

¢ moves from one cell to the other, to keep the communication
the user channel has to be shifted from one BS to the

without interrupting the call, i.e., when a M5 moves into another cell,
oth-|erthe conversation is still in progress, the MSC automatically transfers the
:;1‘;:: anew FDD channel without disturbing the conversation. 'This process is
called as handoff. Processing of handoff is an important task in any cellular

system. Handoffs must be performed successfully and be imperceptible to the

users.
Co-Channel Interference and System Capacity

re using the same set of frequencies are called co-channel
ellsis called co-channel

channel cells must be
ntisolation due

The cellswhicha
cellsand the interference between signals from these ¢

interference. To reduce co-channel interference, co-
physically separated by aminimum distance to provide sufficie
topropagation [1,2].

Co-channel reuse ratio for a hexagonal geometry

Where R — radius of the cell; D - distance between the centres of the nearest

co-channel cells [1].

g

o
I
A
]
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Table 1. Co-channel Reuse ratio for some values of N

Cluster Size (N) Co-channel Reuse |
ratio (Q)
1=1,j=1 3 3
1=1,j=2 7 4.58
1=2,j=2 12 6
1=1,j=3 13 6.24

Small value of Q provides larger capacity since the cluster size N is small, ‘
Large value of Qimproves the transmission quality, due to a smaller level of co- |

channelinterference. A trade-off must be made between these two objectives
inactual cellular design.
Let i, be the number of co-channel interfering cells. Then the Signal-to-

interference ratio (S/I or SIR) for a mobile receiver which monitors a forward
channel can be expressed as.

s
2(.111
Where$ -desired signal power from the desired base station.

li -interference power caused by the i th interfering co-channel cell base
station [1,2].

So
o=

S

Performance Improvements

As the number of people using the mobile is Increasing day by day andthe
cells are getting congested with users, eventually the channels that are
available in the cell are insufficient to support the users. The techniqués
adopted to improve the performance of moblle communication system §
terms of coverage and capacities are:

- Cell splitting

. Sectoring

. Coveragezoneapproaches

. More efficient modulati
. Bettersource coding

. Discontinuoustransmission
. Multiple antennas

on formats and coding

NOUsWNRE

1. Celisplitting {

litting
1. Ce||5: 1 splitting involves subdividing a congested cell into smaller cells
e

each with its own base station and a co'rresponding
height. Increased number of cells would |.ncrease the
er the coverage region, which in turn would |ncreas.e t.he
d hence capacity, in the coverage area. Cell sphttmg
by replacing large cells with smaller. cells, whl!e not
n scheme required to maintain the minimum

called microcells,
reduction in antenna
number of clusters oV!
number of channels, an
allows a system to grow _
upsetting the channel allocatio
co-channel reuse ratio Q.

Figure 3. Cell splitting — microcells

i transmit
For the new cells to be smaller in size (say half the radius) the

Power must be reduced.

P [ at old cell boundary] = PR

P.[ at new cell boundary] « Pn(R/Z)"‘

aller cell
Where P, and P,, are the transmit powers of the larger ankc? S"; " 4and
base stations respectively and 'n' is the path loss exponent . Taking
received powers equal to each other.
Pt2 = i ................................. (8{
"y igina
The transmit power must t}g reduced by 12dB in order to fill in the origi
coverage area with microcells, while maintaining the S/I requirement (1)-
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Practical issues

i. Practicallydifficult to find new cell sites on ground.

ii. Handoffissues arise for high and low trafficin new cells,

iii. New and old cell power variations would give rise to '"tel‘ference
iv. Antenna downtilting is done to make the coverage area small,

Sectoring

Anotherway to increase capacity is to keep the cell radius unchanged ang
new methods to decrease the D/R ratio. Sectoringincreases the SIR so tha:eEk
cluster size may be reduced. First the SIR is improved by using the dlrectk)the
antennas, then capacity improvement is achieved by reducing the Numbe, el
cells in the cluster, thus increasing the frequency reuse. The co- ot
interference in a cellular system may be decreased by replacing a sin |
omnidirectional antenna at the base station by several directional antenn: :
each radiating within a specified sector [1,2]. The technique for decreasing c:'
cr‘\annel interference and thus increasing system performance by usin :
filrectional antennas is called sectoring. The factor by which the co-channesl
interference is reduced depends on the amount of sectoring used [2]. A cell is

n:rmally partitioned into three 120° sectoring sectors or six 60° sectors as
snown

channe|

/ \
2§

P (b
Figure 4. (a) 120° sectoring (b) 60° sectoring

Assuming seven-cell reuse, f,
» for the case of 120 degr,
: _ ! ees e
number of interferersin the first tier is reduced from slxtotvso sectors, th

'

)| interference

Figure 5. 120°
Thefigure 5 illustrates how 120°sectoring rgducgs interference from
co-channel cells. Out of the 6 co-channel cells in the first tier, only two of ther:
interfere with the centre cell. If omnidirectional anten.nas were used a:l e:;
pase station, all six co-channel cells would interfere v.wth the c?ntre cell. The
new SIR may come out to be 24dB in this case which is much higher thap the
minimum required 17dB. This allows the engineer to reduce the clust_er size I\.l,
in order to improve the frequency reuse. Further improvement in SIR is
achieved by antenna down tilting by which a notch appears at the ne.arest co-
channel cell [1]. The penalty of sectoring is that the antenna number increases
drastically and there is a decrease in trunking efficiency.

Coverage zone approaches

Sectoring requires increased number of handoffs whic .
increases the load on the switching and control link elements of the.moblle
system. Here the coverage area is divided into zones and the zo.ne sites are
connected to a single base station and share the same radio equuprr.lent- The
zones are connected by coaxial cable, fibre optic cable or microwave link to the
base station. Multiple zones and a single base station make upa cell [1].

h subsequently
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The subscriber will be served by the zone with the strongest signay, Here
the antennas are placed at the ou

ter edges of the cell. Any channel can be
assigned to any zone by the base
mobile travels the same channel
without the need of handoff, Co-c

central base station is replaced by several low powered transmi
edges of the cell. Decreased co-cha

quality and also leads to increased cap

is assigned during the entire conversation
hannel interference is reduced sinc

tters on the
nnel interference improves th

acity.
More efficient modulation formatsand coding

Modulation formats require less bandwidth (higher order modulation) and/or

mer allows an increase in data rate

Better source coding

Depending on the required speech quality,
rates between 32kbps and 4kbps. Better m
allow data rate to be decreased without de
of datafiles also allows more users to be se
Discontinuous transmission

current speech coders need data
odels for the properties of speech

creasing the quality, Compression
rved3,5).

8]

station. The main advantage is that as the !

ealarge !

e signal

fact that during a phone conversation, each user talks 50
Tx exploits fhi A TDMA system can set up more calls than there are
rcent of the t"‘;t“s 'Durinﬂ the call, actively talking users at a moment are
. slots. :
e tlc;“oemo the available time slots 2].
iplexe
mulﬂ"

ntennas . .
Mulﬂp‘e’ a es the quality of the received signal, which can bg exploited to
piversity mcreaiiv MIMO system which uses multiple antennas increases the

acity. . ;
increase Capacity: v n multiple access improves capacity [2].
ity, Space divisio
capacity

summary acity of a cellular system is a function of many variables. The §/lina
Thecap

ropagation channel, along with the specific performance of the ::sr
e ?n aninterference environment, limits the frequency reuse factor o :
Imerfacewhich limits the number of channels within the coverage are: Fe'
iy i nica
sysI't:ting sectoring, zone microcell technique and the mhgr t(;;l 1'1, !
p I | i ity by increasing S/I.
ificati to improve the capaci T
modifications are all shown ‘ e S
in objective i thods is to increase the num .
main objective in all these me ' . ‘ il
the system without degrading the quality of service. The radio propag

in an actual
characteristics influence the effectiveness of all of these methods
system.
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SUBMISSION GUIDELINES
As arule Fortis uses APA referencing formats.

Books

The citation of books in a list of references should include the main title in
italics. The citation of articles from books should first cite the title of the article and
then the citation details of the book - including an acknowledgement of that books
editor (ed.) or editors (eds.). If the book Is a new or revised edition (i.e. rev. ed.) this
Information should also be included.

Krashen, S.D. (1982). Principles and practice in second language acquisition. Oxford
Pergamon.

Naiman, N., Frélich, M., Stern, H.H., & Todesco, A. (1978). The good language Learner.
Research in Education Series 7, The Ontario Institute for Studies in Education.

Nigh, B.(2007). Language education studies (rev. ed.). New York: TESOL Press.
Journal Articles

When citing Journal articles in a list of reference the title of the article should remain
non-italicized. The name of the journal is instead Italicized. The maln words of the
primary title should be Italicized — but any subtitles are generally not capitalized. If
references are used from regular editions of a journal without an edition number then
the date of publication should include the specific date of publication.

Ramirez, A.G. (1986). Language learning strategles used by adolescents studying
Frenchin New York schools, Forelgn Language Annals, 19, 2, 131-141.

Jin Y. & Yang, H. (2006). The English proficiency of college and university students in
China: As reflected in the CET. Language, Culture and Curriculum, 19,1, 21-36.

ElectronicSources

As well as follow the general advice for other print sources, the convention for
electronic sources Is to generally refer to the online site where an item or article can be
accessed - |.e. Available at URL. Where dating of access is relevant then the reference
should be Retrieved Month, Day, Year from UTL. Online academic journals should

include the general information as for print journals followed by location online or
date retrieved.

Grant, L. (2005). College students expected to load up on gadgets. University Archives,
Available at http://www.archiveonline .com/tech/products/gear/2005-08-16
College-gadgets x.htm

Chowdhury, M. (2006, Summer). Students? personality traits and academic

Performance: A five-factor model perspective. College Quarterly 9, 3. Retrieved

lanuary 30, 2008 from http://www.senecac .on.ca/quarterly/2006-vol09-num03
surhmer/chowdhury.html
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